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ABSTRACT
Information extraction (IE) is the process of extracting relevant and useful patterns or information from unstructured data.
Named entity recognition (NER) is a subtask of IE that identifies entities from unstructured text documents and organize them
into different predefined categories such as person, location, organization, number, date, etc. NER is considered to be one of the
important steps in natural language processing which may find direct applications in areas such as question answering (QA),
entity linking, and co-reference resolution, to name a few. NER systems perform comparatively well in high-resource languages
such as English but there is a lack of well-developed NER systems for low-resource languages such as Malayalam, which is an
Indic language spoken in the state of Kerala, India. This work is an approach in this direction which makes use of deep learning
(DL) techniques for developing a NER system for Malayalam. We have compared different DL approaches such as recurrent
neural networks, gated recurrent unit, long short-term memory, and bi-directional long short-term memory and found that DL
based approaches significantly outperform traditional shallow-learning based -approaches for NER.When compared with some
state-of-the-art approaches our proposed framework is found to be outperforming in terms of precision, recall, and F-measure
and could achieve an improved precision of 7.89% and 8.92% of F-measure.

© 2020 The Authors. Published by Atlantis Press B.V.
This is an open access article distributed under the CC BY-NC 4.0 license (http://creativecommons.org/licenses/by-nc/4.0/).

1. INTRODUCTION

Today, we live in an era of information explosion where massive
amounts of data in various forms such as text, audio, images, video,
etc., are getting added to the Internet every minute. Analyzing and
unearthing useful patterns from such humongous data is always
a difficult task because of the unstructured format. A major share
of such data is the unstructured text that does not have any spe-
cific format for representation. Information extraction (IE) is an
area in artificial intelligence (AI) that deals with unearthing latent
information primarily from unstructured text data. IE primarily
extracts entities, key-phrases, topics, relations, and other patterns of
interest that are mentioned in the unstructured text corpus. Named
entity recognition (NER) is a subtask of IE that attempts to iden-
tify and classify named entities such as persons, organizations, loca-
tions, dates, etc., into predefined categories. Since the NER task was
introduced as an information retrieval task firstly in the Message
Understanding Conference (MUC) conducted in the year 1990, the
research on NER has become the center of attraction. This caused
many approaches getting reported in the information retrieval
and natural language processing literature with varying degrees of
success.

The approaches already reported for recognizing named entities
can be primarily categorized into three types—(1) approaches based
on language rules, (2) approaches based on machine learning, and
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(3) approaches that combine rules and machine learning or called
hybrid approaches. The rule-based approaches use handcrafted
custom rules created by linguistics experts which are highly spe-
cific to a particular language. The rules thus defined will iden-
tify the entities in the unstructured text [1]. One of the earliest
approaches for NER was introduced in the year 1984 [2] where sta-
tistical methods were adopted for recognizing the entities based
on the information content. A linguistics rule-based approach that
attempts to identify common entities such as the names of persons,
locations, and organizations was introduced in 1996 [3]. The main
drawback of a rule-based approach to NER is that it requires in-
depth knowledge about the grammar of a language [4]. The rule-
based approaches were widely used in developing NER systems for
many resource-rich languages in the era where machine learning
and sophisticated computational capabilities were not available.

The advancements in software and hardware infrastructures along
with the introduction of machine learning algorithms caused many
approaches to getting introduced for recognizing named entities.
The machine learning algorithms can be generally categorized
as supervised and unsupervised. The supervised learning algo-
rithms require a large amount of labeled or annotated training data
and on the other side, there are unsupervised training algorithms
that do not need the labeled data to work with. When analyzing
the state-of-the-art, we may come to know that the vast major-
ity of the reported approaches use supervised learning algorithms.
Even though the unsupervised algorithms learn the patterns or
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abstractions automatically, the level of accuracy will be less com-
pared to the supervised models. The approaches reported in the
NER literature that uses machine learning techniques are based
on popular training algorithms such as Naive Bayes [5–8], support
vector machine (SVM) [9–13], hidden Markov models (HMMs)
[14–17], and artificial neural networks (ANNs) [18–21].

Very recently, deep learning (DL) has become the buzzword in
machine learning and widely adopted in many application areas
including natural language processing and information retrieval.
DL architectures combine multiple layers which in turn can learn
representations of data without handcrafting the features. No won-
der, the DLrning architectures are now being widely used in
building NER systems with its sophisticated architectures capa-
ble of representing text in character-level and word-level. While
shallow-learning-based approaches use handcrafted features, DL
approaches have already proved that it can better generate features
thus improves learning for many areas where traditional machine
learning approaches have degradedperformances. Themajormeth-
ods used for training deep neural networks include recurrent neu-
ral networks (RNNs) [22,23], gated recurrent unit (GRU) [24,25],
long short-term memory (LSTM) [26], bi-directional long short-
term memory (BLSTM) [27], etc.

The natural language processing on low-resource languages is
always considered to be a complex task as the research community
is very small and the tools and available resources are very limited.
Many of the Indic languages come into this category so as the case
with the Malayalam language. Malayalam belongs to the Dravid-
ian family of languages and mainly spoken in the State of Kerala
in India. It is one of 22 scheduled languages in India with over 38
million native speakers. In 2013, Malayalam has designated a clas-
sical language status in India. The term Malayalam means “moun-
tain region” and originates from the words “mala” (mountain) and
“Alam” (place/region). It has a high influence of Sanskrit (an Indo-
Aryan language) from this language Malayalam brings out its vari-
ety of words and compound alphabets. Malayalam belongs to the
Dravidian family of languages along with Tamil, Kannada, and Tel-
ugu. Malayalam as a language being spoken in Kerala, the highest
literacy state in India it can be proud of rich literature with a lot of
literary works and is also a medium of many journals and newspa-
pers with the highest circulation rate in India.

While named entity extraction from open domain unstructured
text is a challenging task, working with the Malayalam is even
harder. TheMalayalam language ismorphologically rich and highly
agglutinative which makes it difficult to use for computational pur-
poses. The features we use to recognize named entities in other lan-
guages (e.g., the capitalization feature to identify the name of a per-
son, location, or organization, in the English language) cannot be
used in Indic languages such as Malayalam as there is no capitaliza-
tion used. As mentioned earlier, in a morphologically rich language
such as Malayalam, the words are formed using multiple stems and
affixes. This also makes the entity extraction a difficult task. Most
importantly, the lack of resources such as tagged dataset, dictionar-
ies, morphological tools, etc., make it challenging to work with IE
tasks.

Even with all these challenges, there are some early attempts
reported in the language computing literature that tries to develop
NER approaches for theMalayalam language. Themajority of those

approaches used simple heuristics-based and statistical approaches
for extracting named entities. Those approaches used a very limited
set of features that operate on a very small training data set. Some of
the recent approaches in this direction usedANNs that shows better
performance compared to the earlier heuristics-based approaches.
Recently, it is proved by machine learning research communities
that DL is a better mechanism to perform computational tasks.
Now, a vast majority of shallow-learning-based approaches have
been converted into DL-based approaches and found to be outper-
forming the former. NER tasks for many languages have been now
developed using DL techniques but the same has not been explored
much in the case of Indic languages. So there exists a huge knowl-
edge gap to bring in DL approaches for IE in Malayalam, specifi-
cally on the identification of named entities from the unstructured
Malayalam corpus. This research is an attempt in this direction.

This paper proposes a DL-based approach for NER for the Malay-
alam language. We use different DL architectures such as GRU,
RNN, LSTM,BLSTM, etc. to improve theNER systemperformance.
The major contributions of this paper are summarized as follows:

• Discusses major issues with NER for low-resource languages
such as Malayalam and lists out some of the recent but
prominent state-of-the-art approaches in Malayalam NER.

• Proposes a DL-based approach for NER in Malayalam and
compares different DL architectures for NER.

• Discusses the experimental setup and detailed analysis of the
result with state-of-the-art approaches.

• The experimental results show that the BLSTM outperformed
the other approaches and showed better precision, recall and
F-measure when compared with the other DL-based methods.
For the baseline comparison, outperformed the others with an
improved precision of 7.89% and 8.92% of F-measure.

The remaining sections of this paper are organized as follows:
Section 2 discusses some of the recent approaches reported in the
area of NER for English and other resource-heavy languages, and
also in Malayalam, which is a low-resource language. Section 3
introduces a DL-based framework for NER for Malayalam, and in
Section 4 the experimental setup used is described. The conclusions
and future works are discussed in Section 5.

2. RELATED WORK

This section details some of the recent and prominent approaches
for NER. This section is divided into two subsections—one detail-
ing some of the recent approaches reported in the NLP literature
for English and other languages and the second subsection detailing
the NER approaches reported in the literature for Malayalam NER.

2.1. NER in English and Other Resource
Heavy Languages

There is a large number of approaches available for NER in English
and other resource-heavy languages such as Chinese. Some of the
very prominent works in these areas are discussed here. One of
the earlier approaches that got significant attention was the use of
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the hidden Markov model (HMM) for recognizing named entities
[28]. The authors have used HMM and an HMM-based chunk tag-
ger for performing NE classification for names, times, and numer-
ical quantities [28]. Another approach that used HMM for NER
was reported [29] which is language independent. The authors
claimed that their approach is generic and can be applied for NER
in any language. In their proposed approach the states of the HMM
model were not fixed and dynamic in nature [29]. A Maximum
Entropy(MaxEnt)-based approach was reported in the literature
that was proposed by Chieu and Ng [30]. The major difference of
this approach with the earlier approaches was that it makes use of
the information from the whole document to classify whether the
word is a named entity or not. Their proposed approachwas capable
of capturing the global information directly and that leads to better
classification accuracy [30].

Decision tree-based approaches for NER were also reported in the
literature. One notable work that used decision tree induction was
reported by Georgios Paliouras et al. [31]. In this work, the authors
proposed a decision tree-based approach for classifying grammars
where the construction of such a grammar is difficult and time-
consuming. Using the MUC dataset, the authors could successfully
validate their proposed approach using the C4.5 method [31]. A
multilingual NER system that uses boosting and C4.5 was intro-
duced by Szarvas et al. [32]. The authors used AdaBoostM1 and
C4.5 to perform NER for Hungarian and English languages. On
evaluating against the CoNLL dataset, their approach showed sig-
nificant performance increase [32].

A recent approach was reported in the NLP literature that uses
pooled contextualized embeddings for NER [46]. Proposed by Alan
Akbik et al., the proposed method dynamically aggregate contextu-
alized embeddings of each unique string they encounter in the text.
Then the authors used a pooling operation to distill a global word
representation from all contextualized instances. An approach for
NER on Arabic-English code-mixed data was proposed by Sabty
et al. [47]. The authors claimed that they have the first anno-
tated CM Arabic-English corpus for NER. Furthermore, they have
constructed a baseline NER system using deep neural networks
and word embedding for Arabic-English CM text and enhanced it
using a pooling technique [47]. Another method that uses multilin-
gual meta-embeddings for code-switching NER was proposed by
Genta Indra Winata et al. [48]. In this work, the authors proposed
multilingual meta-embeddings which is an effective method to
learnmultilingual representations by usingmonolingual pretrained
embeddings [48]. This paper claims that their proposed method
achieves state-of-the-art performance in a multilingual setting and
has the generalization ability. An approach for cross-lingual trans-
fer learning for Japanese language NER was reported in 2019 which
was developed by Johnson et al. [49]. The authors focused on boot-
strapping Japanese from English and then adopted a deep neural
network and the best combination of weights to transfer is exten-
sively investigated. Experiments are conducted on external datasets,
as well as internal large-scale real-world ones to show that the pro-
posed method achieves better NER accuracy [49].

2.2. Recent Approaches in Malayalam-NER

Very recent work in Malayalam NER was reported by Sreeja and
Pillai [50] in which the authors performed an analysis of the
challenges inNER andproposed aNER system forMalayalamusing
LSTM. Another recent work is reported by Ajees and Idicula in

2018 [33]. They used a CRF based approach, a probabilistic graph-
ical model for sequence labeling. The system makes use of differ-
ent features such as words, preceding words, the following words,
suffixes of words, etc. The training is conducted on a corpus of
20615 sentences. In [33], Ajees and Idicula developed aNER system
for Malayalam using neural networks in the year 2018. This sys-
tem used a corpus of 20615 sentences. They used neural networks
and word embedding approaches (Word2Vec). A Skip-gram based
word embedding for NER was reported by Remmiya Devi et al. in
2016 [35]. A limited unlabelled dataset is used for this experiment.
They extracted the named entities from Malayalam Social media.
That was a closed domain. Shruthi in 2016 [40], reported another
work in NER. They compared the performance of TnT andMEMM
on NER. Limited sentences were used for training. Nita Patil et al.
in 2016 [42] presented a survey of NER systems with respect to
Indian and foreign languages. In this survey, they covered the study
and observations related to approaches, techniques, and features to
implement NER for various languages. A CRF-based approach was
reported by Gowri Prasad et al. in 2015 [37] for Malayalam NER.
The size of the data set for the training was too small. The super-
vised machine learning approaches highly depends on the size of
the dataset used for training. So the limited size of the corpus was
a drawback. This work was also in a closed domain (tourism). In
[43], Sanjay et al. proposed a CRF-based named entity extraction
for Twitter Microposts. They developed NER for English and other
three Indian languages includingMalayalam and estimated an aver-
age precision for all those languages as part of FIRE 2015.

Another work was reported fromAmrita University as part of FIRE
2014 [41]. In this paper, they evaluated the performance of different
entity tagging algorithms in different languages. They used CRF for
English and SVM for Indic languages. The size of the training cor-
pus was very small. Lakshmi et al. [38] reported NER inMalayalam
using fuzzy SVM. This system was based on contextual semantic
rules and linguistic grammar rules. The system could solve ambi-
guity caused by traditional SVM classifier but the size of the corpus
used was limited. Jisha P. Jayan et al. in 2013 [36] developed a NER
forMalayalam inHybridApproach. They used TnT, an open-source
statistical tagger for sequence labeling tasks. But the training cor-
pus was so limited and they developed a NER in a closed domain.
The first work in Malayalam was reported by Bindhu et al. in 2011
[39]. They used a combination of linguistic principles and statisti-
cal methods for NER. The limited size of the training corpus was a
major drawback.

The proposed approach uses different DL architectures such as
GRU, RNN, LSTM, BLSTM, etc., to improve the named entity
recognition system performance. In this work, we use eight entity
classes such as person, location, organization, miscellaneous, etc.,
and the entities not belonging to these classes will be arranged into
another category.

3. A FRAMEWORK FOR NER FOR
MALAYALAM USING DL APPROACHES

This section details the proposed approach for NER for the
Malayalam language. This approach uses DL which is the
current buzzword in the machine learning literature. While
shallow-learning-based approaches use handcrafted features, DL
approaches have already proved that it can better generate features
thus improves learning for many areas where traditional machine
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learning approaches have degraded performances. The proposed
method uses different DL approaches such as RNNs, GRU, LSTM,
BLSTM as the network architectures for developing the named
entity recognizer for Malayalam. With this, the authors would like
to give a comparison of different DL architectures for the NER task
for Malayalam. The overall workflow of the proposed approach is
given in Figure 1.

In the following subsections, a brief introduction of the differentDL
architectures used in the proposed approach is detailed:

• Recurrent Neural Networks—This is an extension of a
standard multi-layer perceptron that is able to manage the
“recurrent states” to store sequences of variable length data.
These states are interconnected for collecting the feedback and
provide a simple way to work with sequential data [12,13]. In
RNNs, the output of the states will be fed back to the same
states which form a looping mechanism to collect the feedback.
The computations at the hidden state ht are computed based on
the current input xt and the previous hidden state ht-1. Even
though the normal RNN is now widely used in many machine
learning algorithms, it suffers from an issue called vanishing
gradient. To overcome this, GRU is introduced.

• Long Short-TermMemory—These are considered as an
extension of RNN but with a gating technique that can capture
long dependencies. LSTM [13] can be seen as a memory cell
that has two inputs—current input and the previous hidden
state. The duty of the memory cell is to decide which
information should be persisted and which should be removed.

The more advanced variation of LSTM, known as BLSTM is
also introduced which has the capability of capturing the
sequence data in both forward and backward directions. Many
machine learning and natural language processing applications
that are operating on sequence data use this feature of BLSTM.

• Gated Recurrent Unit—This architecture uses a gating
function in contrast with the LSTM and uses two types of gates
for its operation—an update gate and a reset gate. The sigmoid
activation function is computed using the very previous hidden
state and current input which is taken by the reset gate.

The proposed work uses all these DL architectures—RNN, LSTM,
BLSTM and GRU to work with the NER task. We use the publicly
available labeled dataset for NER for Malayalam. The data is repre-
sented as a one-hot vector format and passed through the DL archi-
tectures discussed above. The aimof this approach is to compare the
DL-based approaches with the simple neural network approaches.
The tagset we have used for this experiment is shown in Table 1.

4. EXPERIMENTAL SETUP

4.1. Dataset

For this experiment, we have used the publicly available taggedNER
dataset for Malayalam from https://cs.cusat.ac.in/mlpos/ner.zip.
The dataset consists of 204833 entity taggedwords andwehave used
8 different tags for this experiment as shown in Table 1. A snapshot
of the dataset we have used in this work is shown in Figure 2. In

Figure 1 Overall workflow of the proposed method.
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the figure, the first column denotes the tokenized word, second col-
umn represents the parts-of-speech tag, and in the third columnwe
can see the named entity tag. While examining the dataset we have
found that, the number of words tagged as “others” (denoted with
“O”) and “miscellaneous” (denoted with “MISC”) are high. So to
reduce the class imbalance issues while training, we have removed
the words tagged as “others” and “miscellaneous” from the dataset.

4.2. Experiments

The experiments were implemented on a server computer that has
a configuration of AMD Opteron 6376 @ 2.3 GHz and also has 16
core processors and 64 GB of main memory. We have used Python
3.7 with Keras machine learning toolkit for implementing the pro-
posed DL methods such as LSTM, GRU, and BLSTM. We have
experimented with GRU, RNN, LSTM, and Bi-LSTM architectures.
We have chosen the hidden states as 4, 16, 32, and finally 64 as well.
We have started with the number of iterations (epochs) as 30 and
later increased the same to 50 and the last set of experiments used
100 epochs. For the models specified here, we have used the hidden
layer size as 32 and the activation function is set as “tanh.”A dropout
parameter is also used after many trial and error mechanisms to
improve the training and the network used a learning parameter of
0.01. For this experiment, we have used evaluation measures such
as precision, recall, and accuracy. Out of 204833 total tagged words
available in the dataset, we have used 165000 for training and the
rest for testing purposes.

Table 1 The set of named entity tags used in the proposedwork.

Entity Tag Description

B-PER Beginning of entity—Person
I-PER Inside entity—Person
B-LOC Beginning of entity—Location
I-LOC Inside entity—Location
B-ORG Beginning of entity—Organization
I-ORG Inside entity—Organization
MISC Miscellaneous
OUT None of the above tags

Figure 2 A snapshot of the dataset used for training.

4.3. Results and Evaluation

This section details the results of the experiment we have conducted
and a detailed analysis of the same has also been given. For this
experiment, we have done the performance evaluation for the four
deep neural network architectures used - RNN, GRU, LSTM, and
BLSTM. The four elementary matrices such as True Positive (TP),
TrueNegative (TN), False Positive (FP), and FalseNegative (FN) are
used for the evaluation. TPs are the cases where the actual outcome
is positive and the machine learning model also gave it as positive.
TNs are cases anticipated appropriately as negative. FPs are cases
anticipated as positive yet are negative cases. FNs are cases delegated
negative yet are actually positive. Precision, recall, and accuracy is
then calculated as given in Equations (1–3) respectively.

Precision = TP
TP + FP (1)

Recall = TP
TP + FN (2)

Accuracy = TP + TN
TP + FP + TN + FN (3)

F-measure is the harmonic mean of precision and recall and which
can be computed using Equation (4).

F −measure = 2 ∗ Precicion ∗ Recall
Precision + Recall

(4)

The experimental results obtained using the experiment details
given above in terms of precision, recall and F-measure are shown in
Table 2. For the BLSTM, the parameter input_dimension was set as
1860, and input_length and output_dimension are given as 180. For
the embedding layer, the dropout rate was set as 0.5 and We have
used one layer of BLSTM with hidden units equal to 300. Number
of layers in the feed forward network and number of cells in each
layer is also one of the hyper parameters. This work used 3 dense
layers, the first and second dense layers have 100 cells and the third
layer having the number of cells equal to number of classes we need

Table 2 Precision, recall and F-measure values of different deep learning
approaches used.

Method Precision Recall F-measure

RNN_with_4_layers 0.6389 0.6028 0.6023
RNN_with_16_layers 0.8122 0.7985 0.8052
RNN_with_32_layers 0.8223 0.8256 0.8239
RNN_with_64_layers 0.8380 0.8128 0.8252
GRU_with_4_layers 0.7122 0.7088 0.7104
GRU_with_16_layers 0.7363 0.7210 0.7285
GRU_with_32_layers 0.8258 0.8079 0.8167
GRU_with_64_layers 0.8399 0.8254 0.8325
LSTM_with_4_layers 0.7988 0.7844 0.7915
LSTM_with_16_layers 0.8356 0.8079 0.8215
LSTM_with_32_layers 0.8580 0.8450 0.8514
LSTM_with_64_layers 0.8752 0.8521 0.8634
BLSTM_with_4_layers 0.8597 0.8410 0.8502
BLSTM_with_16_layers 0.9144 0.8947 0.9044
BLSTM_with_32_layers 0.9354 0.9230 0.9291
BLSTM_with_64_layers 0.9541 0.9513 0.9526
Note: RNN, recurrent neural network; GRU, gated recurrent unit; LSTM, long short-term
memory; BLSTM, bi-directional long short-term memory.
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to categorize. The activation function used was sigmoid, the loss
was binary_crossentropy, the optimizer was adamwith a binay class
mode. The batch size used are 1, 2, and 4 and from the mean per-
formance, the results suggest lower root-mean-square error with a
batch size of 1. The authors believe that this may be improved fur-
ther with more training epochs.

From Table 2, it is evident that out of all the DL architectures we
have used in this work, BLSTM shows better performance when
trained with 64 layers. The precision, recall, and F-measure val-
ues are 95.41%, 95.13%, and 95.26% respectively. While RNN gave
83.80%, 81.28%, and 82.52% respectively for the precision, recall,
and F-measure, the corresponding values for GRU was 83.99%,
82.54%, and 83.25%. The closest competitor for BLSTM is the
LSTM based approach that showed 87.52%, 85.21% and 86.34%
for precision, recall, and F-measure. To confirm that the DL-based
methods outperform simple ANN-based approaches for the NER

task, we have compared the performance of these DL architectures
with the ANN-based approach. The experimental results show that
in this proposed approachDL-based approaches showed better per-
formance in terms of precision, recall, and F-measure. The perfor-
mance comparison of different DL architectures used in this work
is shown in Figure 3.

To further confirm the outperformance of DL-based approaches
with the shallow-learning models, we have compared the top two
best performers of the DL architectures—BLSTM and LSTM with
the ANN approach on the same dataset. From the results, it is
evident that DL-based approaches are performing significantly
better than the ANN-based approach. The results are shown in
Figure 4. The authors believe that it is worth mentioning the limi-
tations and the issues faced in this research. As mentioned earlier,
low-resource language computing heavily suffers from the unavail-
ability of enough resources for the research and the same is with

Figure 3 Performance comparison of different deep learning architectures for the named entity
recognition (NER) task.

Figure 4 Performance comparison of long short-term memory (LSTM) and bi-directional long
short-term memory (BLSTM) with artificial neural network (ANN).
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Figure 5 Performance comparison of our proposed named entity recognition (NER) approach
with other state-of-the-art approaches.

Malayalam language computing as well. Even though the dataset we
have used for this work is publicly available for research work, the
datawas not balanced. Thusmany times the issue of overfitting hap-
penedwith this experiment andwehad to normalize the dataset.We
had dropped some classes to make the experiment work. The com-
munity support and resources were also very limited so that when
we stuck up with some issues, we had to figure out the same on our
own. The authors believe that in the near future, more resources
will be published and made available for low-resource language
computing, specifically in Malayalam as we could see some serious
efforts are being made among the researchers.

4.4. Comparison with the State-of-the-Art
Malayalam NER Approaches

In this section, our proposed framework that uses DL for NER
for Malayalam language is compared with some state-of-the-art
approaches. We have chosen [35–37] as the baselines and evalu-
ated the performance of our proposed DL-based approach with
these approaches and found that the DL-based approach signif-
icantly outperforms the state-of-the-art approaches. The perfor-
mance comparison is shown in Figure 5.

5. CONCLUSIONS AND FUTURE WORK

This paper proposed a DL-based approach for NER for Malayalam.
The proposed method uses different DL approaches such as RNNs,
GRU, LSTM, BLSTM architectures to implement and compare the
performances. The experiments conducted using publicly available
tagged entity corpus shows that DL approaches have significant
potential and give better precision, recall, and accuracy over the
shallow-learning-based approaches. This gives glimpses that many
language computing algorithms developed for low-resource lan-
guages, specifically in Indic language communities, may give bet-
ter accuracy if DL approaches can be implemented. But this poses
many challenges, primarily the limited availability of tagged corpus
and other resources to work with.

As the end results of this proposed work are promising, the authors
would like to extend this experiment on amuch larger dataset. Also,
it is worth looking to tag more data and publish that for other low-
resource language computing researchers. The authors of this pro-
posed work also would like to develop a web application with these
trained models to provide a named entity tagger for Malayalam.
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